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Ŵ1, Ŵ2, Ŵ3
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Ŵ1

Receiver

Ŵ1
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Rate splitting and linear superposition coding
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Rate-region I

A rate pair (R1,R2) is achievable if there exist variables

αφ, α{1}, α{2}, α{1,2}, s.t.

Structural constraints:

αS ≥ 0 ∀S ⊆ {1, 2}

R2 =
∑

αS

Decoding constraints at public receiver i ∈ {1, 2}:

R1 +
∑

S∋i

αS ≤
∑

S∋i

|ES|

Decoding constraints at private receiver p:

R2 ≤
∑

S∈T

αS +
∑

S∈T c

|Ep

S
| ∀T ⊆ 2{1,2} superset saturated

R1 + R2 ≤
∑

S⊆{1,2}

|Ep

S
|

The converse holds for two public and any number of private receivers,

characterizing the capacity region.
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Two public and any number of private receivers
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Rate (R1,R2) is achievable if and only if
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φ|+ |E
p

{1}|+ |E
p

{2}|+ |E
p
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}

2R1 + R2 ≤ min
p∈I2

{

|E{1}|+ 2|E{1,2}|+ |E{2}|+ |E
p

φ|
}
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Rate-region II

A rate pair (R1,R2) is achievable if there exist variables

αφ, α{1}, α{2}, α{1,2}, s.t.

Structural constraints:

αS ≥ 0 ∀φ 6=S ⊆ {1, 2}

R2 =
∑

αS

Decoding constraints at public receiver i ∈ {1, 2}:

R1 +
∑

S∋i

αS ≤
∑

S∋i

|ES|

Decoding constraints at private receiver p ∈ I2:

R2 ≤
∑

S∈T

αS +
∑

S∈T c

|Ep

S
| ∀T ⊆ 2{1,2} superset saturated

R1 + R2 ≤
∑

S⊆{1,2}

|Ep

S
|

The converse holds for three (or fewer) public and any number of private

receivers, characterizing the capacity region.
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Beyond pre-encoding: dependency through time
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how to achieve rate pair (R1 = 0,R2 = 2)?
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Rate-region III

A rate pair (R1,R2) is achievable if there exist αφ, α{1}, α{2}, α{1,2}, s.t.

α{1,2} ≥ 0, α{1} + α{1,2} ≥ 0, α{2} + α{1,2} ≥ 0

α{1} + α{2} + α{1,2} ≥ 0

αφ + α{1} + α{2} + α{1,2} ≥ 0

R2 =
∑

αS

Decoding constraints at public receiver i ∈ {1, 2}:
∑

S∋i

αS ≤
∑

S∈T

αS +
∑

S∈T c, S∋i

|ES| ∀T ⊆ {{i}⋆} superset saturated

R1 +
∑

S∋i

αS ≤
∑

S∋i

|ES|

Decoding constraints at private receiver p:

R2 ≤
∑

S∈T

αS +
∑

S∈T c

|Ep
S | ∀T ⊆ 2{1,2}superset saturated

R1 + R2 ≤
∑

S⊆{1,2}

|Ep
S |

The converse holds for three (or fewer) public and any number of private

receivers, characterizing the capacity region. 20 / 27
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Optimality results

Discussions delegated to the end of the presentation, if of your interest!
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Connections with linear deterministic broadcast channels
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Capacity result

The capacity region of a linear deterministic broadcast channel with two
public receivers and any number of private receivers is given by

R1 ≤ min
i∈I

r{i}

R1 + R2 ≤ min
i∈I2

r{i}

2R1 + R2 ≤ min
i∈I2

{r{1} + r{2} + r{1,2,i} − r{1,2}},

where the size of F is larger than K. The rates given above are expressed in

log|F|(·).

r{i} , rank(Hi) r{i1,··· ,i|S|}
, rank







Hi1

...

Hi|S|






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Summary

Studied the problem of multicasting prioritized messages over

combination networks

Combination networks turn out to be a rich class of networks and a rich

class of linear deterministic broadcast channels

Discussed three encoding schemes, and their regimes of optimality

Generalizing these schemes to linear deterministic broadcast channels

seems very promising
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